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Optimization of meteorological observation station
in real life has become a hotspot. Two methods follow-
ing often used to forecast the precipitation; numerical
prediction method is based on meteorology principle
creating a series of partial differential equations, and
getting the results of the equation with initial field to
obtain the predicted results; probabilistic method is
statistical law of analyzing the evolution of weather and
numerical relationship of analyzing prediction factor
and predict. There is established mathematical model
to predict future weather. Neural network have strong
ability to deal with nonlinear problems and the method
is also widely used to predict field. In practice, there
being found the methods above is very well to fit known
date, but bias are often found when predict unknown
samples and its more serious in small sample. This
phenomenon is known as poor generalization ability in
mathematical. In response to these problems, Vapnik
have created a machine learning algorithm based on

statistical learning-support vector machine'' ! in 90s’
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of mid —20th century.

Parameter selection is one of the research focu-
ses'*"®) of Support Vector Machine. Support Vector re-
gressing samples efficiently are used and obtained pa-
rameter values. In order to improve the promotion abil-
ity of decision function to obtain the optimal value in
support vector regression, can converse machine learn-
ing problem to convex quadratic programming problem.
The simple Tools LINGO ( Linear Interactive and Gen-
eral Optimizer) software which is often applied linear
and nonlinear optimization problems are used getting
the regression prediction model.

In some of complex prediction systems, the select-
ed factors are likely serious correlation. This correla-
tion sometimes affects the effect of prediction'” seri-
ously. PCA can effectively solve the multi-correlation
problem among variables, using SVM training samples
and LINGO solving it, and obtaining optimal regression

model.

1 SVR prediction model based on principal

1.1 Principal component analysis
1.1.1

Principal component analysis process

Principal component analysis is a comprehensive
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multivariate statistical analysis method using dimension
reduction to transfer original multi-index a few inde-
pendent composite index, which are widely used in

forecasting and analysing atmospheric science re-

search.
Definition'?! contribution rate of first principal
p
component is known as t; = /\1/2 A;, as a result of

i=1

Var(F,)

14
Var (F,) = /\1,)\1/2)\1- = There-

- Y Var(F))

i=1

fore, the contribution rate of first principal compo-
nent is ratio of first principal component of the vari-

14
ance divided by total variance Z A,. The larger the

i=1
ratio indicate that the stronger the ability of integrat-
ed information «,, x,, -+, x, of the first principal
component.

The cumulative contribution rate of the first &

k P
principal components is defined as T, = Z A/ 2 A
= =

If A, is arranged by small to large, and the cumulative
contribution rate of the first £ principal components is
only 15% or less, then the remaining p-k principal
components are included all the measuring indicators of
information, there are not only reduces the number of
variables, but also facilitate the analysis and study of
practical problems.

There are 10 observation station in one city, want
to reduce the number of weather stations to save mon-
ey, and what stations can not only reduce the cost sav-
ings but also ensures that the information of annual pre-
cipitation of the city is large enough (i. e. information
loss is little as possible ). Purpose of this article is to
obtain the annual precipitation of the reduced weather
stations, and the date is observed by others stations af-
ter reduced some of the stations. Table 1 has the annu-
al precipitation data of 10 stations in the past 30 years,

which have n =10 samples and p =30 sample values in

each observed sample.

Tablel 1976—2005 annual precipitation measured

in each observation station ( Unit/mm )

meteorological observation station

date
X, X, X Xy X X X Xy X Xy

1976 600 464 584 448 648 176 328 232 488 544
1977 488 384 520 416 432 432 536 448 512 448
1978 616 520 616 488 544 504 536 496 432 592
1979 688 440 520 352 880 376 456 432 552 440

2002 824 552 672 472 472 424 408 360 512 576
2003 688 584 680 584 432 416 392 376 568 440
2004 744 416 480 472 504 432 328 320 576 368
2005 624 520 680 424 672 536 632 544 336 584

Original data matrix is obtained by the principal

component analysis :

Xn o Xp X,
Xop Xy Ut Xy,
X=| | . . =(X,, X, Xp)
X1 X2 xnp
(1.1.1)
Xy
Xoi | .
Where X, = ,a=1,2,- p.
x

1.1.2 Principal components determination

Descript original data to matrix

X *p X1p
Xop Xy Ut Xy,

X = . (1.1.2)
X1 X2 e ‘xnp

Calculated the correlation coefficient matrix above
R=(r (1.1.3)

Solving the eigenvalue 0 <A, <\, <--:A,of R and

ij>pxp

corresponding eigenvalue vector, contribution rate, the

cumulative contribution rate.
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Characteristic values A; =0.032 1,1, =0.057 1,
A; =0.093 3, can be seen from table 2 are approxi-
mately equaes 0, only the first eight components of the
absolute value in v, is the maximum value in the first
calculated results and the corresponding eigenvector
v, ,0,,v;. Without loss of information can delete station
X in this case. Because of the correlations of the sta-
tions, one station can only be deleted each time. Then
delete X; based on the method above with the date of
the remaining 9 stations in 30 years. Finally, delete X

with the remaining 8 stations following the method

above. In summary, characteristics of stations X, , X,
X, are extracted based on the method of principal com-
ponent analysis. To analyse the precipitation of stations
(table 2), obtained that correlation coefficient of X,
and X; is 0. 952 268, with a high degree of correla-
tion. In which, X, and X;, X, and X, X; and X; have
strong correlation respectively. These illustrated that
multicollinearity is exist in there; therefore, the article
considered using X,, Xg and X; to predict the X;, X
and X,.

Table 2 Characteristic value and contribution rate of annual precipitation in each observation station

eigenvectors
station
1/'1 172 U} U4 175 1/'6 vy US DQ 1710
X, 0.051 3 0.010 8 0.016 8 -0.5701 0.3876 -0.1692 -0.2376 0.654 8 -0.0033 0.1006
X, -0.1324 0.6177 0.273 0.266 2 0.013 2 0.044 9 0.254 2 0.270 1 0.4755 0.299 4
X; 0.108 4 -0.6704 -0.1945 0.2318 0.169 8 0.037 9 0.134 8 0.1319 0.5459 0.288 6
X, 0.0353 0.1459 -0.1163 0.489 4 0.252 8 -0.0706 -0.8019 -0.0484 0.0057 0.100 6
X 0.013 2 0.005 1 0.019 1 0.342 5 0.707 6 0.013 6 0.419 7 0.037 4 -0.4499 -0.0354
Xe -0.2904 -0.3166 0.6747 0.018 7 -0.099 1 0.112 -0.1377 -0.0272 -0.2904 0.4832
X; -0.5061 0.106 1 -0.6302 -0.0791 -0.090 6 0.013 0.076 2 -0.0385 -0.2156 0.5168
Xg 0.785 8 0.130 9 -0.07 -0.0258 -0.1666 -0.0706 0.070 4 -0.0156 -0.2383 0.5149
Xy -0.0732 -0.1353 -0.0306 0.4014 -0.4146 -0.5433 0.087 2 0.5129 -0.2322 -0.1504
X -0.076 3 0.0254 0.123 4 -0.158 7 0. 196 -0.8062 0.064 8 -0.46 0.178 3 0.131 4
eigenvalue A; 0.032 1 0.057 1 0.093 3 0.560 1 0.592 0.828 6 1.222'5 1.409 2 2.057 1 3.148 1
contribution rate ¢; 0.003 2 0.005 7 0.009 3 0.056 0.059 2 0.082 9 0.122 3 0.140 9 0.205 7 0.314 8
cumulative
T 0.003 2 0.008 9 0.018 2 0.074 2 0.133 4 0.216 3 0.338 6 0.479 5 0.685 2 1
contribution rate T’
1.2 SVR prediction model function y = (w * x +b) :
1.2.1 SVR optimization problem 1
p p mln?w2 (1.2.1)
Training set; 7= {(x,.7,)* (x,.5,) b (R" x |
. L ) ) s. t. (wen)+b-y<e,i=1,-,l
y)',where,x, ex =R" is input index, y, ey =R,i =1,
. - . . . 1.2.2
-++, 1 is output indicators. Tried based on it to find a ) ( )
y,—(w-x,) -b<e,i=1,---1 (1.2.3)

real-valued function g(x)in R" and conveniently to in- . . .
) ) For the regression of one-dimensional R of regres-
fer the corresponding output y of any input value x, the o o

. sion line, constraining equaes (6) and (7) means that
goal is to search a smooth curve y =g(x) = (w * x) +

all training points "

x " should be within the regression
b, which close to the input points. ) o ) i
line £. Objective function means that the regression
Original optimization problem of linear regression

line should be the minimum slope line satisfying the
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conditions above (figure 1).

va y=(w* - x)+b*te

=% - )+

y=(w* - x)+b*-¢e

Fig.1 Soft £-band hyperplane

Introduced Slack variable® ¢ = (¢&,,&, . &,

&), penalty parameterand C and Lagrange function

L(w’b’fm’a(*)ﬂ?(*)) :% ||w||2 +C; <§L +§i*) _
; (g€ +n &) -
Y e+ 4y ~wex) -b) -

!
2o (e~ +wex) 40
Where, o' = (o, 0, 00,00 )", 0" = (n,,
0, m,m )" is Lagrange Multiplier

vector.
Then the convex quadratic programming problem

of the linear £ support vector machine (1.2.1)—(1.
2.3) is obtained:

min 1 Z(ai* —ai)(a]-* —Otj>(xixj> +

u(*)elfz,?i,j=|
l 1
‘92(“: +a) - zyi(a: - )
s i=1
(1.2.4)
1
sty (a—a’) =0 (1.2.5)
=1
O0<qo, <C,i=1,-,1 (1.2.6)

(=

. — (%) - — —  — % \T
Have solutions « = (a0 , 0,0 ) .

1.2.2 Constructed decision function
Calculated b: Selected the component ;" or a;

from o, locating the open interval (0,C) ,
!
B = yj - Z (&z* _&i)<xixj) + & (127)

i=1

If elected o, then:
!

b = Yi — 2 (ai* _&i>(xixk) - &

(1.2.8)

Decision function:
!
y =g(x) = z(a: —a;)(xx) +b
=

(1.2.9)

1.2.3 SVR prediction

It can be known that some stations have multicol-
linearity each other by the principal component analy-
sis. Used the observation stations X, , X, X; to predict
X;,Xq,X;,i. e. training set:
x=1{(x,7,), (xg,75) . (%g,75) | ,where, x,ex =R’
are input index vectors, y, ey =R,i=1,---,l. are out-
put indicators. Using Matlab 2010 we get SVM param-
eters optimization cross-validation, minimum mean de-
viation MSE =0. 315 83. Through choosing'®’ parame-
ters by regression prediction model, obtained Loss
function parameters ¢ =0.062 5(g = &) and Penalty
parameter ¢ =0. 574 35, shown in fig. 2.

SVR results of search parameters(3D)[GridSearchMethod]
Best ¢=0.574 35, g=0.062 5, CV,,.=0.315 83

lg:g
Fig.2 Results of search parameters

1.2.4 Model solution
Convex quadratic programming duality problem

(1.2.4)—(1.2.6),can be solved by optimization
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software Lingo80, and received the results''".

Local optimal solution found at iteration ; 10
Objective value ; -0.437 500 0
Variable Value Reduced Cost
A(1) 0.000 000 0.999 992 8
A(2) 0.000 000 0.605 988 OE -01

A(3) 0.500 000 O 0.000 000
B(1) 0.500 000 O 0.000 000

B(2) 0.000 000 0.644 048 OE -01
B(3) 0.000 000 0.125 010 8
Y(1) 1.000 000 0.000 000

Y(2) 0.606 060 OE -01 0.000 000
Y(3) 0.000 000 0.000 000

i,e.a=(0,0.5,0,0,0.5,0), Substituting (1. 2.
7)—(1.2.9),
Get b = (0,0.4375,0.0,0. 625.0) ,

Decision function:y = %( Xy —%g )% +b.

Therefore, the comparison results between the
original data and the regressive prediction data are
shown in figure 3. SVM network regressive prediction
results are received by SVM network training: correlation
coefficient of the mean square error MSE =0. 018 042 5 is
R =99. 707 9%, the regressive prediction effect is

well.
Comparison of the data of the original and regression
800 ; g
—6e—original data
—&—regression data
700 /
600 & i
g
Dy AL A
'2.500 -
3 R
= oo LA
400 ¥ \} V y
300
L
200 i

0 5 10 15 20 25 30
three decades(1976—2005)

Fig.3 Results of regression prediction

2 Conclusion

Regressive prediction model is established based
on principal component analysis-support vector ma-
chine to solve the problem of reducing meteorological
observation stations which was encountered in the field
of meteorological observations. The model is a regres-
sion technique-support vector regression constructing
based on support vector machine. Though parameters
choosing and giving the method of decision-making
model solution, the field of support vector machine the-
ory and application are extended, and three actual
samples are predicted with perfectly effect. Generaliza-
tion ability and prediction accuracy of the SVR tech-

nique are confirmed excellently.
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Optimization Model of Meteorological Observation Station
Based on Support Vector Regression

DING Lan,JIA You-jian
(School of Science, Kunming University of Science and Technology, Kunming 650500 ,P. R. China)

[ Abstract] In the premise to ensure enough information, some measures are taken to reduce meteorological ob-
servation station properly. Dimensions of samples are reduced with the principal component analysis method, then
samples are regressed effectively based on support vector regression (SVR) finally the regressive forecast model is
established combining with Linear Interactive and General Optimizer to solve the convex quadratic programming cor-
responding to support vector regression.

[ Key words] regression principal component analysis support vector regression
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Mixed Finite Volume Element Method for the Four Order
Parabolic Integro-differential Equations

CONG Mei-qin, YANG Qing

( Department of Mathematics Science,Shandong Normal University, Jinan 250014, P. R. China)

[ Abstract] The mixed finite volume element method is used for the four order parabolic integro-differential equa-
tion with the initial-value problems,and the error estimates of semi-discrete solutions are obtained.
[ Key words] mixed finite volume element fourth order parabolic integro-differential problems error esti-

mate



