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Consider the non-autonomous second order Hamil-
tonian systems
u(t) VF(t,u(t)), a.et e [0,T]
w(0) —u(T) =0 (1)
u(0) —u(T) =0
with the impulsive conditions
Auy (1) s = u () —u (1) = L;(u (1)),
i =12, ,N;j=1,2,--,p, (2)
where N, p are fixed positive integers, T > 0 and F'; [0,

T] xR Y LR s T- periodic in its first variable, ]L-j;
R—->R,i=1,2,~--,N,j =1,2,--- p, are continu-
ous,and satisfy the following assumptions :

(A) F(t,x) is measurable int for all x € R " and
continuously differentiable inx for a.e. t € [0,T], and

there exist
ae CCR",R"),beL'([0,T];R"),
such that
| Fiex) I <a(l x1)b(2),] VF(ix)l<a(l x1)b(2),
forallx e R"and a.e. t € [0,T].

(B) There exist constants a; = 0,b;, = 0,y, e
[(0,1),i =1,2,---,N,j =1,2,-+,p, such that

L 1;(s) I < a; +b;1 5177,

foreverys e R,i =1,2,---,N,j =1,2,--- p.

The corresponding function ¢ on Hj is given by
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o(u) = %f[ﬁ () 12de +L]'F(t,u(t))dt "

o
Noop )
; j:l‘fo I;(s)ds,

foru e H), where

H, = {u:[0,T] - R" I uis absolutely continuous,

u(0) = u(T)andu e L*([0,T];R ")} is a Hilbert
space with the norm defined by

N‘_.

T o
lwl = [[ 1 uo 12de+ [ 1o 124
0 o
for each u e H).
In a similar way to Proposition 4. 1 in Nieto and O
Regan''',we can prove that ¢(u) is continuously dif-

. . . 1
ferentiable , weakly lower semi-continuous on H; and

(¢'(w) ) = [ i) () e+ [ (VECru(n)),

o)+ Y31, (1)),

for u,v € Hj. Moreover,the weak solutions of problem
(1) = (2)correspond to the critical points of ¢ .
Recently, "' studied the existence of solutions of
second order differential equations with impulses via
variational method. However, they only considered one
single equation with impulses. In this paper,we investi-
gate the impulsive problem equas. (1)—(2) by using

the least action principle.
1 Main Results

Theorem 1 In addition to assumption (B) ,sup-
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pose further that F(¢,x) = F,(t,x) + F,(x), where
F, and F, satisfy assumption (A),(B) and the follow-
ing conditions ;

(i) there existg,h e L'([0,T];R *) andy e [0,1)

such that
| VF (t,x) I <g(t) !l 1Y +h(21),
forallx e R and a.e. t € [0,T];

2

. . 2
(ii) there exist constants 0 <r, < r, € [0, +)

=L
7—2’
such that
| VF,(x) = VF,(y)I<rlx=-yl+r,,
forallx,y e R";

(iii) there exist constantk e [1, + o ) such that

. 1 (7 N, e ey
ILYI}f}f[mJQ)F(t,%)dt— ;;bl@f | x| -

P

22(1 ] e

=1 j=1

Then problem equas. (1)—(2) has at least one solu-
tion which minimizes ¢ on H) .
Proof In a similar way to ref. [2], by condition

(1) ,Sobolev’s inequality and y < 1, one has

U)T[Fl(t,u(t)) - Fl(x,ﬁ)]dt‘ =

OTLIWFM?L +5ﬁ(£)),ﬁ(t))dsdz‘$

LTLIg“) | w+su(e) 171 w(e) | dsde +

LTW) u() L de<2(1ul? +

lal o) el [eodos af. [ hnd <
S+ Frw[amant +

2l [ eds ul [ h(d <

2(17;)uj g()del 31| ﬁ|27(forg(t)dt)2 +
i« () e i, 3)

and it follows from assumption (ii), Wirtinger s ine-

quality and Sobolevs inequality that

[ TR Gu(0) - B Jdi =
| j;jol(vn(a+sa<t>>,a<t>>dsdt| -
| jOTjO'sz(; +su(t)) = VF,(w),u(t))dsdi | <

T .1 _ 5 T _
[ [rist uo 12dsde + [ 1 u(e) 1 de <

- 2 ~ nt 2
2 e Pt nT ] < ]+

lulls (4)

for allu e H) .

/31 T, T%
6

9u/\‘> € Hll ’let

- 17 .
u;: :7Lul(t)dt (L:]’Q"'“’N)’

Foru = (u,,-

and
N — 1
= (z lu, 17)7.
i=1
Hence, u; = u,(&,) for some ¢, €[0,T],i=1,2,---,N.

Therefore , we have

Fu (1) I <

b, (8) —w L+l w | =1 u () -
f
w,(£) 1+ u, 1 =1 j i, (s)dsl +1 u, | <
&
r 1 _
F[L |, (s) 17ds]7 +1 u, | <

T |, +1 ul (5)

and

u () 177 <290 | el

(6)
fori =1,2,--,N,j =12, p.

By assumption (B), equas (5) and (6) we have

; > |
N P max|0,u(t;) |
b.
; ;Jmmio,umm i X
P
z a; x

1

max {0 u(l)
a;ds +

{ () !
mm;O,u,(tj)‘

Islvids < Y

i=1 j
N
Fu () I+ Zf b; x

i=1 j=1

N

i=

u () 17 <
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1, T B T

(T2 lul, + 2j |u(t>|2dt+2T|u|2+j | a(e) 12de <
N o o
|u|]22ai]-+ T ]||11:||2+2T|ZL|2
j=1 2’TI'2 2 .

N P
i+l Yi*
DNy TakeK:[l+2T22+2T]]/2Ko- If lull =K

i=1j

=1
_ v
| 27"+ wl¥it' ] (7)

then we have
T2
[2 2
T
o(u) =%||u||§+L [F (t,u(t)) =F,(t,u) Jdt+  which implies that
lu|,=K,,orl ul =K,

for all u e H;.

It follows from equas. (3),(4) and (7) that +1] [wl+2T1 uwl? ,

LTF(t,ﬁ)dt + LT[FZ(u(t)) ~ Fy(u) Jdi +

There are two cases to consider.

Case 1.If || u |, = K,, then we have
e(uw) Z o ([luly) +e(u) =e(0) -
b 2W1T z || wl| 77+ Gy u ||, + info, (1) +,(u) = ¢(0).

N p u(
>y 1) =G a2+ G a3 -
=1

i=1

N p
Case 2. If | ul = K, then we have

e(u) =z (full,) +€Dz<u) e Cllul,) +
¢(0) ~infp,(s) = ¢(0).

| ZM[WL F(t,u)di —?T(Lrg(t)dt)z]—

N P N P

i+l T oyl -
IDWESIIINAED YO WAk
i=1 j=

=1 =1 ' Hence we have
. 1
forallu e HT,there | o(u) = ¢(0),
T 5T
CO:L_HZ >O,Cl=—2(l) fg(t)dt, forall |ul] =K
4 8’1T 12 0 .
That is,
T N op .
c, = (12) Tl [ - % Yl Jinf p(u) = ¢(0),
which means
Set

N p yijtl lnnf&go( u) | u I?EKQD( u)
0.(s) = Cs* + G +Cs = 3 Y 52T T 9 5 =0,
i=1 =1

So ¢ has a bounded minimizing sequence. By The-

T T . .
0, (7) = L F(i,r)d - %(L g()d)’ 1 717 - orem 1.1 in ref. [3 ] ,the proof is completed.
Remark 2 Theorem 1 without impulses improves

N P N P
Z Z‘bijZ“ﬁfrl | 7| vitt — z Zaijl T, Theorem 2.2 in ref. [4].
=1 =1 =1 j=1
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ZHANG Rui
( Department of Mathematics, Baoji University of Arts and Sciences,Baoji 721013 ,P. R. China)

[ Abstract] To restricted liner regression model,a new biased estimationB, (k) = (kM + 1) '8y and B, (k)

superior to B; in terms of mean squares error matrix are showed.
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